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While such questions are common, finding accurate and satisfactory answers is not 
an easy task given the countless factors influencing assessment scores. Stakeholders 
often simply assume that scores obtained from different students in different times 
and places, using different test forms, are directly comparable. Moreover, the questions 
come from a range of stakeholders each with a separate vested interest in educational 
assessments, ranging from parents worried about individual student test scores, to 
local district leaders interested in a specific population, to state policy makers looking 
at the broad aggregate data. They are often asking different questions about the same 

“How is my child doing?” “What are my child’s strongest and weakest subjects?” 
“Have my child’s test scores improved from last year?” “How does my child’s 
test scores compare to others looking to go to college?” “Should I move to this 
school zone?”

—Parent questions

“How do the assessment scores of schools within our district compare?” “How 
are our English learner students doing compared with our native English speak-
ers?” “Are we closing the achievement gap?” “How do our assessment scores 
compare to others within the state?” 

—District administrator questions

“How do our kids measure up to kids in other states?” “Within districts?” “How 
are the scores of various student subgroups changing over time?”

—State administrator/policy maker questions
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assessments, but answers to these questions do not always coincide with the interpre-
tive uses for which the assessments were originally designed and validated. While their 
interests and questions may differ, these stakeholders all have one thing in common: 
they are asking questions that assume scores can be validly compared—that a lower 
score means less proficiency, similar scores mean similar proficiency, a higher score 
means greater proficiency, and a positive change in scores from one year to the next 
means improvement, regardless of the specific details of how each student was tested. 
In other words, they assume the comparability of scores from educational assessments.1

And while much of educational news reporting relies on testing data, it is often 
reported at a high aggregate level without descriptions of the assessments, their purposes, 
and possible explanatory variables. Recent headlines such as these have the potential to 
influence people, even if they do not tell the full story: “Minnesota Report Card: Small 
Schools Score Higher” (Sethrie, 2020); “Maryland’s PARCC Results Show Dip in Math, 
Improvements in English” (Ryan, 2019); “Oregon Dips in Standardized Test Scores, Mixed 
Bag for Mid-Valley” (Rimel, 2019); “New Statewide Test Results Show Achievement Gap 
Throughout Cedar Rapids Community School District” (Kalk, 2019); “Survey: 45% of 
Test-Takers Boycott ELA Exam [Long Island, NY]” (Tyrrell, 2019); and “Majority of South 
Bend Schools Do Not Meet Federal Expectations, New Report States” (Kirkman, 2020). 
Such articles can influence individual decisions concerning where to live or whether to 
apply to a nontraditional public school as well as state and federal policy makers’ deci-
sions about investments and policies related to educational reform.

This National Academy of Education (NAEd) volume provides guidance to key 
stakeholders on how to accurately report and interpret comparability assertions as 
well as how to ensure greater comparability by paying close attention to key aspects of 
assessment design, content, and procedures. The goal of the volume is to provide guid-
ance to relevant state-level educational assessment and accountability decision makers, 
leaders, and coordinators; consortia members; technical advisors; vendors; and the 
educational measurement community regarding how much and what types of variation in 
assessment content and procedures can be allowed, while still maintaining comparabil-
ity across jurisdictions and student populations. At the same time, the larger takeaways 
from this volume will hopefully provide guidance to policy makers using assessment 
data to enact legislation and regulations and to district- and school-level leadership to 
determine resource allocations, and also to provide greater contextual understanding 
for those in the media using test scores to make comparability determinations.

To accomplish these ambitious goals, the NAEd organized a steering committee 
comprised of Edward Haertel (Co-Chair), James Pellegrino (Co-Chair), Louis Gomez, 
Larry Hedges, Joan Herman, Diana Pullin, Marshall S. Smith, and Guadalupe Valdes. 
The topical foci of the eight chapters following this introduction are the result of the 
committee’s extensive efforts to determine the most pressing comparability issues cur-
rently affecting educational assessment while also ensuring that particular subgroups 
for which comparability issues often arise are included in the discussion instead of 
shelved with an asterisk for later discussion. The committee organized these issues into 

1 The words assessment and test are used throughout this volume, and though to some extent they are 
interchangeable, they do have different meanings. Assessment is the more general of the words, conveying 
the idea of a process providing evidence of quality. Assessment covers a broad range of procedures to mea-
sure teaching and learning. A test is one product that measures a particular set of objectives or behavior.
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the following chapters: (1) comparability of individual students’ scores on the “same 
test,” (2) comparability of aggregated group scores on the “same test,” (3) comparabil-
ity within a single assessment system, (4) comparability across different assessment 
systems, (5) comparability when assessing English learner (EL) students, (6) compa-
rability when assessing students with disabilities, (7) comparability in multilingual 
and multicultural assessment contexts, and (8) interpreting test-score comparisons. 
The first four chapters progress from narrower to broader interpretive contexts, with 
comparability claims in each chapter building on those preceding. Chapters 6 through 
8 address specific populations meriting additional attention. The final chapter offers 
a synthesis of best practices for interpreting test-score comparisons. After identifying 
the chapter themes, the steering committee outlined the chapter goals and identified 
experts to develop and author the individual chapters. The steering committee, as well 
as other chapter authors, provided critical feedback on draft chapters, including at a 
2-day workshop of authors and the steering committee in June 2019.2 The results of 
these efforts comprise this volume.

BACKGROUND TO THIS VOLUME

Student testing has played an important role in the American education system 
since its creation. Each day students take tests, most of which are devised by teachers, 
to monitor student learning and guide instruction. Testing students for the purposes 
of classroom feedback, system monitoring, and selection and placement decisions have 
existed for more than 180 years. Standardized written exams began in the mid-19th 
century (OTA, 1992).

The mid-19th to the mid-20th century served as a time of great expansion for educa-
tional testing. Entire books and articles have been written about the history of educational 
testing (see, e.g., Kaestle, 1983, 2012; OTA, 1992; Resnick, 1982; Vinovskis, 2019). While 
we cannot do justice to such a history in so short an introduction, we point out that, 
with both population growth and urbanization, public school enrollment more than 
doubled from 1870 to 1900 and with it the desire to use educational testing for account-
ability and classification purposes (OTA, 1992). By 1900, intelligence testing had begun 
and, following the extensive use of intelligence tests in the Army during World War 
I, these tests proliferated into American schools (Kaestle, 2012). During the 1920s and 
1930s, cost-effective, multiple-choice standardized tests became entrenched in schools 
(OTA, 1992). And, in 1950, the automatic scoring machine was invented by the Iowa 
Testing Program and large-scale state and national testing became feasible (OTA, 1992).

Of course we would be remiss in not acknowledging the equity concerns that have 
abounded in standardized testing. Issues have been raised about the equity (bias) of 
tests, as well as disparate educational outcomes that result from the use of results from 
educational tests. Moreover, there is increased diversity of test takers with our ever-
changing population as well as expansion of test taking, including greater racial and 
ethnic diversity, language and cultural diversity, and the inclusion of students with 
disabilities. While we again cannot do justice to this history in this introduction, others 

2 The steering committee also called on the expertise of Christian Faltis to serve as both a discussant at 
the June 2019 workshop and a reviewer of several chapters. The committee is grateful for his contribu-
tions to this volume.
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have described these issues (e.g., Moss, Pullin, Gee, Haertel, & Young, 2008; Sympo-
sium, 1994) and some of these concerns are raised throughout this volume, including 
in our chapters addressing English learner students, students with disabilities, and 
nondominant language and cultural groups.

The Elementary and Secondary Education Act (ESEA) of 1965 included test-based 
evaluation measures—albeit weak and weakly enforced (Kaestle, 2012; Vinovskis, 
2019)—as part of an effort to raise educational achievement and make education more 
equitable. Then, in 1969, the first national assessments of academic achievement, now 
known as the National Assessment of Educational Progress (NAEP), were administered.

In 1983, President Ronald Reagan’s National Commission on Excellence in Edu-
cation released A Nation at Risk, which asserted that “the educational foundations of 
our society are presently being eroded by a rising tide of mediocrity that threatens 
our very future as a Nation and a people,” and “[i]f an unfriendly foreign power had 
attempted to impose on America the mediocre educational performance that exists 
today, we might well have viewed it as an act of war.” This rallying cry led to reform 
efforts to set high standards and increase accountability measures, often described in 
the form of testing. In 1991, President Bush proposed the “America 2000” program (and 
implemented portions through executive order), which called for challenging national 
standards and voluntary national tests (Vinovskis, 2019). And in 1994, President Clin-
ton’s Goals 2000 Act and the Improving America’s Schools Act (the latter being the 
reauthorization of the ESEA) both passed, calling for high educational standards and 
systems of testing accountability (NAEd, 2009). Finally, in 2002, the federal government 
mandated annual educational testing in grades 3 through 8 and once in high school 
for accountability purposes with the passage of the No Child Left Behind Act (NCLB). 
While NCLB set the impossible goal of all students reaching proficiency on state read-
ing and math tests by 2014, the states’ response to NCLB also highlighted the lack of 
comparability of state standards and assessments.

In 2009, nearly all states, along with the District of Columbia, came together to 
develop common academic standards in mathematics and English: the Common Core 
State Standards (CCSS) Initiative. Common standards led to the call for common 
assessments and, in 2009, through the Race to the Top (RTT) program, the Obama 
administration announced a competition for grant funding of $350 million for the 
development of tests aligned with the CCSS (Jochim & McGuinn, 2016). In 2010, the 
U.S. Department of Education awarded grants to two state consortia, the Partnership for 
Assessment of Readiness for College and Careers (PARCC) and the Smarter Balanced 
Assessment Consortium (Smarter Balanced), which represented 44 states and the 
District of Columbia, to develop assessment tools aligned with the common standards 
adopted by states (DOEd, 2010, n.d.; Robelen, 2010).3 As noted by the U.S. Department 
of Education in its award letters to PARCC and Smarter Balanced, for public schools to 
succeed we need “a first-rate assessment system to measure progress, guide instruction, 
and prepare students for college and careers.”4 Moreover, through RTT, the Obama 

3 There were also several smaller awards to consortia addressing assessments for students with severe 
disabilities and for English learner students.

4 The U.S. Department of Education award letters can be found here: https://www2.ed.gov/programs/
racetothetop-assessment/parcc-award-letter.pdf and https://www2.ed.gov/programs/racetothetop-
assessment/sbac-award-letter.pdf.



INTRODUCTION: FRAMING THE ISSUES 13

administration offered states a competitive grant program to enact preferred education 
reform policies, which included adoption of high-quality common standards (which 
could be demonstrated by participating in a consortium of states) and new assessments 
aligned to those standards (DOEd, 2009).

Common standards and common assessments, among other things, would address 
the variation in the stringency of state standards. And, common standards aligned with 
common assessments were expected to greatly enhance the interpretability of achieve-
ment results within and across states. The hope was that if states adopted the CCSS 
and signed on to one of the state assessment consortia (Smarter Balanced or PARCC), 
then policy makers, schools, and parents could finally gauge how their students were 
performing relative to their peers in others parts of the country. The same goals were 
behind the decisions of the consortia of states that developed common assessments 
for use with students with severe disabilities that would be assessed against alterna-
tive achievement standards derived from the Common Core standards (e.g., Dynamic 
Learning Maps and the National Centers State Collaborative).

Perfect comparability in testing, however, is not achievable (NRC, 1999a). From the 
inception of the Common Core assessments in 2010, questions arose about whether 
results within each consortium, let alone across consortia, were comparable when 
students were taking the tests via paper and pencil or computer, were using different 
electronic devices, were tested on different dates stretching over a multiweek admin-
istration window, or were subject to different accommodation policies (Hess, 2014). 
Moreover, well before the advent of Common Core assessments, NAEP was facing 
issues of comparability because states use different procedures for inclusion, accom-
modations, and so forth (NRC, 1999b). But such issues were not generally considered 
reason enough to abandon the idea of having common assessments that could provide 
comparable results across states.

The U.S. Department of Education incentivized states to adopt the Common Core 
standards and assessments but soon there was backlash: some felt that federal involve-
ment in education had gone too far. In an effort to take back some local control over 
assessment, states started backing away from Common Core assessments. Relative 
to its predecessor version of the law, the Every Student Succeeds Act of 2015 allows 
states more flexibility in designing their accountability systems. Some of the possibili-
ties include using the Common Core standards and assessments (Smarter Balanced, 
PARCC, or ACT Aspire), having their own customized state standards and tests, using 
one of the nationally recognized college entrance exams (ACT or SAT) as their high 
school assessment, or even giving districts within a state a menu of assessments to 
choose from.5

Over time, fewer states have been administering Common Core consortia assess-
ments in their entirety as intended, and more states are moving toward creating their 
own unique assessment systems that include a blend of shared and customized ele-
ments (Marion, 2017). At their inception in 2010, 44 states and the District of Columbia 
joined either Smarter Balanced or PARCC; in spring 2019 only 15 states and the District 
of Columbia administered PARCC or Smarter Balanced and many of them did not do 

5 State Responsibilities for Assessments & Locally Selected, Nationally Recognized High School Aca-
demic Assessments. 34 C.F.R. § 200.2-3 (2016).
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so for high school (Gewertz, 2019; Robelen, 2010). Some states are creating state tests 
using a combination of Common Core assessment items and their own state-customized 
items, some are partnering with vendors such as Pearson and Cambium Assessment 
(formerly American Institutes of Research Assessment) to develop their own tests, and 
some are using consortia tests in grades 3 through 8 and the ACT or the SAT at high 
school. In addition to choosing their assessment and vendor, states also define achieve-
ment levels differently.

There is a trade-off, however, between variability and comparability. At what point are 
comparisons between state test results no longer defensible? To what extent can states 
that modify assessment content and/or procedures continue to use the consortia’s 
validity studies to support claims about the validity of their own state uses of the assess-
ment? At what point in the modification of content and/or procedures does a state’s 
use of the consortia’s score scale become no longer meaningful?

As observed by Haertel and Linn in 1996, when examining issues of comparability 
in the context of performance assessment,

Different aspects of comparability will be more or less relevant in a given situation. As 
with any psychometric desiderata, the stringency of comparability requirements will 
depend on the kind of decision being made (e.g., “absolute” decisions about status 
with respect to a cutting score versus “relative” decisions about the rank ordering of 
students or schools); the importance of the consequences attached to those decisions; 
the level of aggregation at which scores will be reported and used (individuals versus 
aggregates like classrooms, schools, or states); the relative costs of mistakenly passing 
versus mistakenly failing an individual; the quality of other relevant, available informa-
tion and how it is combined … and the ease with which faulty decisions can be detected 
and revised. (p. 60)

The same principles apply to the current assessment context. This volume seeks to 
inform the design and use of large-scale assessments to help support intended infer-
ences and actions. Chapter authors, who are all experts in educational assessment, 
examine the most pressing comparability issues in the current assessment system 
context and provide suggestions for moving forward. However, before turning to the 
comparability issues discussed in this volume, we first offer two critical definitions: (1) 
comparability and (2) assessment system.

DEFINITION OF COMPARABILITY

Users of educational assessments assume that students’ scores can be validly com-
pared—they assume score comparability—even if those scores come from measurements 
taken at different times, in different places, or using variations in assessment content 
and procedures. Ideally, users could be assured that students with the same score pos-
sessed the same level of proficiency with respect to the domain of knowledge and skills 
a test was intended to measure (AERA, APA, & NCME, 2014).

Broadly speaking, there are at least three ways actual test scores necessarily fall 
short of this ideal. First, scores are imprecise—various sources of measurement error 
affect scores, introducing random error that limits score interpretations. Second, with 
few exceptions, the knowledge and skills a test actually measures do not perfectly 



INTRODUCTION: FRAMING THE ISSUES 15

match the range of knowledge and skills that test users wish or intend to measure. 
Third, a range of influences can give rise to systematic differences in scores (i.e., dif-
ferences in “expected scores”) among students who in fact possess equal proficiency 
with respect to the qualities the test actually measures. This third kind of imperfection, 
systematic influences that differentially affect scores of different examinees, comprises 
threats to score comparability and can arise from many sources. These three kinds of 
limitations can interact in complex ways, but, by and large, the first two—random 
errors and imperfections in the scope of knowledge and skills measured—on average 
affect all students’ scores in the same way. The third kind of limitation—factors affect-
ing comparability—introduces systematic distortions that may affect score patterns 
across individuals or groups. This kind of limitation is the primary focus of the pres-
ent volume. The following brief discussion is by no means exhaustive but is intended 
to clarify the scope of these comparability concerns addressed by the papers in this 
volume, and the importance of doing so.

Most obviously, if test performance requires proficiencies irrelevant to the knowl-
edge and skills the test is intended to measure, and if some students’ performance suf-
fers due to lack of those irrelevant proficiencies, then the scores of those students are 
not comparable to the scores of other students. This is a comparability concern because 
it systematically affects the scores of some students differently from others. On tests 
intended to measure knowledge and skills other than language proficiency per se (e.g., 
mathematical computational skills), scores of students hampered by limited language 
proficiency may be depressed for reasons unrelated to the construct the test is intended 
to measure. For assessments administered on digital platforms, if some students are 
unfamiliar with the technology employed, a similar issue may arise. Closely related to 
issues of irrelevant skill demands are issues of test bias. If item content is more interest-
ing or more familiar to one or another identifiable group of students, score comparabil-
ity may be compromised.

Threats to comparability may also arise due to differences in test administration or 
scoring conditions. The scores being compared may have been obtained using differ-
ent test forms or may be based on different scorers’ judgments of students’ responses. 
Students may take digitally administered items on different kinds of devices or use 
test forms administered at substantially different times during the academic year. Score 
comparability may also be compromised if students in one jurisdiction perceive a test 
as “high stakes” and those in another jurisdiction do not, giving rise to differing levels 
of effort and engagement. In some cases, test administration conditions are deliberately 
altered to enable more valid measurements of target constructs for students requiring 
testing accommodations. Although appropriate accommodations can undoubtedly 
improve score comparability, sound and defensible use of testing accommodations can 
be challenging. Many of these threats to comparability are amplified when comparisons 
are made across different assessments and assessment systems.

When scores are compared for groups of students, comparability also demands that 
the groups be defined consistently, with proper attention to sampling, rules for exclu-
sions and exemptions, and retesting practices.

Additionally, the issue of score comparability requires attention to the inferences 
drawn from test scores. Consider this scenario: A new, high-stakes test is introduced. 
Students are retested annually, and, over the first 2 or 3 years the test is in place, average 
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scores rise dramatically. If the intended inference as to the meaning of the test scores 
was limited to proficiency with respect to the content sampled on the test, demonstrated 
in just the ways the test called for, then one might validly infer that the rising scores 
showed proficiency increasing from year to year. If, however, the test scores are inter-
preted as indicators of a proficiency with respect to the broader domain of content the 
test was designed to represent, including both sampled and unsampled content, then 
the same pattern of rising scores might be attributed, at least in part, to realignment 
of curriculum and instruction to tested content elements at the expense of untested 
content elements. From the perspective of that broader intended inference, first-year 
and subsequent-year scores might not be entirely comparable. As these examples show, 
comparability is contingent on arguments and evidence about the intended purposes 
and uses of the test scores being compared. Comparability may be adequate for one 
interpretive purpose but not another. 

DEFINITION OF ASSESSMENT SYSTEM

Throughout this volume, the term assessment system is used and we need to be clear 
about the meaning and scope of this term as used in this volume, especially with respect 
to other discussions in the broader educational assessment literature (e.g., Herman, 
2016; NRC, 2001, 2006). In general, an assessment system implies the existence of mul-
tiple assessments designed to function together to fulfill specific interpretive goals and 
purposes. The assessment system may be composed of assessments that range in form 
and content from teachers’ classroom quizzes and midterm or final exams, to district, 
national, or international standardized tests. Whatever the specific tests included, the 
overarching purpose of the collective set of assessments making up the system should 
be to provide information that serves to promote student learning (e.g., Herman, 
2016; Wiggins, 1998). The focus in this volume is on comparability concerns involving 
assessments that are primarily distal to the classroom—district, state, national, and 
international assessments.6

As noted by Coladarci (2002), “a collection of assessments does not entail a system 
any more than a pile of bricks constitutes a house.” Rather, an assessment system is an 
assemblage adhering to principles that ensure that the elements are complementary and 
work together. In the National Research Council (NRC) report Knowing What Students 
Know: The Science and Design of Educational Assessment (NRC, 2001), three major system 
properties were described: comprehensive, coherent, and continuous.

Comprehensive means that a range of approaches is used to provide a variety of evi-
dence to support educational decision making. Using multiple types of assessments and 
indicators that span the ways that a subject is expressed in the curriculum, and in typi-
cal instructional practices, enhances the validity and fairness of the inferences drawn 
by giving students various ways and opportunities to demonstrate their competence.

For the system to support learning, it must also have the property of coherence. One 
dimension of coherence is that there is consistency in the conceptualization of student 
learning underlying the various assessments within the system. While a state-level 

6 We are not suggesting that this restriction to the definition of assessment system should be broadly 
employed, just that we are focusing on more summative assessments in this volume.
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assessment might be based on a model of learning that is broader and thus less fine 
grained than the model underlying the assessments used in classrooms, the concep-
tual base for a state assessment should be the same as that guiding assessment at the 
classroom level. In this way, results from assessments external to the classroom will 
be consistent with the more detailed understanding of learning underlying classroom 
instruction and assessment. The NRC (2006) also discusses the important property of 
vertical coherence, whereby the different levels of assessments conceptually align with 
curriculum and instruction at the given grade or academic level.

Finally, an ideal assessment system would be designed to be continuous. That is, 
assessments would measure student progress over time. To provide such pictures of 
progress, multiple sets of observations over time must be linked conceptually so that 
change can be observed and interpreted. Models of student progress in learning should 
underlie the assessment system, and individual assessments should be designed to 
provide information that maps back to the progression. Thus, continuity calls for align-
ment along the dimension of time.

Much of what concerns the chapters in this volume are assessments that have been 
designed for use at levels that are relatively distal in time and space from ongoing 
classroom instructional and assessment practice. The inferences made about student 
learning based on such distal assessments require levels and forms of comparability 
that are typically less critical for the highly contextualized interpretive uses associated 
with formative and summative classroom purposes.

Unless otherwise indicated, “assessment system” throughout this volume is there-
fore meant to apply to the types of systems designed to operate outside the classroom 
interpretive context.7 It refers to a collection of assessments designed and used to 
measure student achievement with respect to some common content framework. In 
addition to the assessments themselves, an assessment system also refers to (1) the 
rules and policies governing uses of those assessments, (2) the infrastructure required 
to administer the assessments and to acquire and score students’ responses, and (3) 
the associated reporting structures and associated professional development designed 
to help users (i.e., students, teachers, parents, educational administrators, and policy 
makers) interpret the results. An assessment system may serve as the foundation for 
an accountability system that employs test scores, usually in conjunction with other 
kinds of information, to quantify the performance of students, schools, or districts 
and possibly to determine rewards or sanctions. As used here, however, “assessment 
system” is limited to the mechanisms for measuring and reporting student achievement 
to promote student learning and does not include the additional data sources and deci-
sion rules incorporated in an accountability system. However, at points we do make 
reference to the links and tensions between an assessment system and its accompanying 
accountability system.

This volume’s working definition of an assessment system is motivated by the 
high-stakes accountability context of K–12 education and testing. As used here, in 
addition to academic achievement tests, “assessment system” also encompasses tests of 
English language proficiency (including initial screening tests) used to classify students 

7 Such assessment systems may be within an individual school district or state, may span multiple states, 
or may span countries. 
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as English learners or as fully English proficient. It excludes, however, assessments of 
classroom climate and measures of socioemotional learning, important as these may 
be. Indicators of various student demographic variables may be used to report student 
achievement according to racial/ethnic group, gender, socioeconomic status, student 
language background, or other categories, but in this volume, these demographic vari-
ables are not treated as part of the assessment system itself. Also excluded are indicators 
of opportunity to learn (OTL), although consideration of OTL and related contextual 
factors may be essential if certain test score interpretations are to be fair and useful.

Content framework. The content framework undergirding an assessment system 
describes, in greater or lesser detail, what is to be taught and learned through formal 
schooling. At some level of abstraction, all of the assessments within a single assess-
ment system can be linked back to a single, common framework, such as the CCSS. 
On closer examination, however, there may be multiple content definitions at various 
levels of specificity. The foundational document may set forth broad instructional goals 
but is unlikely to provide sufficient detail to guide either classroom instruction or the 
design of assessments. The CCSS, for example, is explicitly not a curriculum framework 
or test specification. Various intermediate documents may elaborate on the overarch-
ing framework. Some may prescribe the scope and sequence of instruction, and others 
may include “test blueprints” prescribing the mix of item types and content elements 
in particular assessments. The same assessment system may serve classrooms in which 
various textbooks are used for a given subject at a given grade level. These different 
textbooks may differ somewhat in the content and organization of instruction they 
prescribe, and, of course, individual teachers may adapt curriculum materials in dif-
ferent ways.

Types of assessments. The assessments within an assessment system may span 
multiple grade levels and subject areas. They may include specific assemblies of items 
used together (fixed-form tests), item assemblies created dynamically from calibrated 
item pools (computer adaptive testing), or both. Typically, there will be multiple forms 
of any given test for use over time (e.g., annual testing), as well as special forms for 
students requiring accommodations. Assessments may include multiple-choice items, 
other forms of selected-response items, constructed-response exercises, performance 
tasks, or various mixtures of these or other item formats.

Comparability and context. If an assessment system is to provide accurate, fair, and 
useful information to meet the needs of various audiences, it must be carefully designed 
to work within a given context. Alignment with content frameworks is fundamental to 
meeting virtually all such information needs. Users of information from an assessment 
system will appropriately assume that test scores reflect students’ mastery of significant 
content, going beyond the answers to specific questions actually administered. Align-
ment is essential if content frameworks are to provide trustworthy guidance as to the 
meaning of test scores.

In addition to alignment with content frameworks, many uses and interpretations 
will depend on the comparability of scores across students, across student groups, across 
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schools, across years, and, in some cases, across different kinds of assessments included 
within the assessment system. Clearly, not all assessments within an assessment system 
can or need to be directly comparable. There is not a requirement for a common scale 
for scores from all of the constituent assessments. It should also be noted that compa-
rability is a matter of degree. At one extreme, scores from alternate forms of the same 
test might meet stringent psychometric requirements for equating, a fine tuning of score 
scales from different test forms that renders their scores entirely comparable. At the 
other extreme, there may be no common scale connecting a teacher’s informal class-
room assessment, used formatively to guide instruction, and the end-of-year, external 
summative assessment covering the same content, even though scores on those two 
very different tests would probably be positively correlated.

Forms and degrees of comparability for different purposes are complex and resist 
easy categorization. To give just a few examples, absent some compelling rationale, 
achievement standards defining (for example) “proficient” should be established in 
such a way that aggregate proportions designated as “proficient” do not change errati-
cally from one grade level to the next, nor should they be grossly disproportionate 
across subject areas. If an assessment system offers the choice, for some assessment, of 
paper-and-pencil versus computer-based testing, or, more generally, a choice among 
digital platforms for computer-based assessments, then in order for the obtained scores 
to be reportable on a common scale, they should meet stringent standards for compara-
bility. If scores for a certain demographic subgroup are to be compared across jurisdic-
tions, those subgroups should be defined everywhere in the same way. To the degree 
possible, scores from students tested with accommodations should be reportable on the 
same scale, and interpretable in the same way, as for students tested without accom-
modations. These and other comparability issues are discussed throughout this volume.

COMPARABILITY ISSUES ADDRESSED IN THIS VOLUME

As noted above, this volume is an attempt to provide guidance to key stakehold-
ers, including state-level educational assessment and accountability decision makers, 
leaders, and coordinators; consortia members; technical advisors; vendors; and the 
educational measurement community regarding how much and what types of variation 
in assessment content and procedures can be allowed, while still maintaining compara-
bility across jurisdictions and student populations. The volume also provides guidance 
and caveats to policy makers using assessment data to enact legislation, regulations, 
and district- and school-level guidance and also provides greater context for media 
using test scores to make comparability determinations. Here we briefly summarize 
the comparability issues addressed in this volume.

Comparability of Individual Students’ Scores on the “Same Test” (Chapter 2). 
While comparability is often thought of as comparability across states or different 
tests, the first chapter in this volume begins by grounding the reader in comparability 
issues in the interpretation of a single test score of a single student. Charles DePascale 
and Brian Gong explain that while on large-scale assessments, individual student test 
scores on the same test are expected to be interchangeable (i.e., the student would be 
expected to receive the same test score if they took a different form of the test or took 
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the test under different conditions), meeting this goal is challenging. The term “same 
test” refers to various cases in which students may take different sets of items under 
different conditions. This chapter addresses how to evaluate whether comparability 
across forms and/or conditions is sufficient to support a particular inference or test 
use. Intended comparability may be supported through careful design decisions and 
psychometric procedures. There are also external threats that might affect the accuracy 
and/or interpretation of students’ scores. Students’ opportunity to learn the content 
assessed and familiarity with the item formats and tools used on the assessment are 
two types of comparability threats related primarily to their prior experiences. Threats 
to comparability that may arise from differences in the intended uses of the assessment 
and from different assessment contractors’ processing of the “same test” are also dis-
cussed. The process of establishing the comparability of individual student scores on 
the same test involves compiling sufficient evidence to support inferences and actions 
related to student performance based on those test scores.

Comparability of Aggregated Group Scores on the “Same Test” (Chapter 3). After 
examining individual students’ scores in Chapter 2, Leslie Keng and Scott Marion 
address the considerations and challenges associated with comparing scores from the 
same test at the aggregate level, such as between student groups, schools, districts, 
and states. While many principles and methodological approaches are similar to those 
addressed in Chapter 2, comparisons of aggregated group scores also must include, 
among other things, differences across jurisdictions in test delivery platforms, modes 
of administration, and testing accommodation policies. Since comparability is essential 
for establishing the validity of inferences, and validity is evaluated in the context of 
specific purposes and uses, this chapter explores the various uses and purposes associ-
ated with comparisons of aggregate performance for tests considered essentially the 
same; the categories of aggregate measures, or derived scores, used to compare group-
level performance; and factors that can affect aggregate-score comparability. Because 
comparability exists on a continuum, the authors propose criteria that can be used to 
determine whether the preponderance of evidence supports comparability claims for 
an intended aggregate-score use or purpose and conclude with a practical framework 
for evaluating and mitigating threats to the comparability of group scores in current 
policy and practical contexts.

Comparability Within a Single Assessment System (Chapter 4). Mark Wilson 
and Richard Wolfe address comparability issues that arise within a single assessment 
system, focusing on summative results for individuals and aggregates (classrooms, 
schools, districts, and states). This chapter examines the validity of comparisons across 
grades, subjects, and years, and in interim results where they are strongly aligned to 
summative tests. The authors address the question of whether the different parts of 
the system measure the same or similar variables. As the authors note, test-to-test con-
cordances only are useful or valid if there is confidence that the tests are addressing 
essentially the same underlying variables; as such, the chapter examines the alignment 
of subject-matter content, the design of the measurement constructs within the system, 
and the stringency of the different tests within the system. In essence, are the tests 
aligned and designed to attend to their intended uses? The chapter also addresses the 
reliability of the tests with respect to different uses and different levels of aggregation, 
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as well as the need for transparency in the system (i.e., what information should con-
sumers have available to make decisions, and what level of technical documentation is 
needed to ensure that a system can be fully reviewed by expert evaluators). 

Comparability Across Different Assessment Systems (Chapter 5). In this chapter, 
Marianne Perie expands the discussion beyond one assessment system and examines 
comparability issues when interpreting scores across more than one large-scale assess-
ment. Policy makers want to compare performance across states and districts, using 
measures that go beyond NAEP. For instance, as policy has moved to focus on col-
lege readiness, there is also a desire not only to compare tests and state assessments 
across consortia but also to compare the results of such tests with traditional college 
admissions tests such as the ACT and the SAT. And, there is interest in international 
comparisons of state assessments to multinational tests such as the Trends in Interna-
tional Mathematics and Science Study (TIMSS) and the Programme for International 
Student Assessment (PISA). This chapter examines how different assessment systems 
might address score comparability of students, schools, districts, and states. Specifi-
cally, the focus is on elements of assessments required for comparability, understanding 
score comparability at different levels of aggregation, and psychometric constraints on 
desired inferences about students and schools across states and countries.

While issues pertaining to EL students, students with disabilities, and students from 
nondominant linguistic and cultural backgrounds permeate the volume, the steering 
committee determined that in addition to attention within chapters, comparability 
issues for these groups should also be the foci for individual chapters. As such, Chapters 
6 through 8 address EL students, students with disabilities, and students from varying 
linguistic and cultural backgrounds as described below.

Comparability When Assessing English Learner Students (Chapter 6). In this 
chapter, Molly Faulkner-Bond and James Soland identify several decisions and test-
score uses specific to EL students in the United States and introduce potential com-
parability issues concerning generalizations or comparisons about this population of 
students. These issues begin at the level of defining the population itself; because ELs 
are identified on the basis of test-based processes, decisions about who belongs in this 
subgroup, as well as reclassification criteria, may lack comparability across settings. 
Within the EL subgroup, comparing and interpreting English language proficiency 
scores is challenging due to differences in how tests are developed and scored, how 
states weight various subscores, and even how the construct of language proficiency 
is operationalized across measures. Achievement test score comparisons between ELs 
and non-ELs may be distorted by potential confounds between language and academic 
ability. Furthermore, many ELs take achievement tests using accommodations that 
complicate comparisons if not properly addressed, and ELs can also be part of other 
subgroups like students with disabilities that necessitate additional accommodations. 
Finally, using scales to estimate and compare growth for ELs (including comparisons 
to growth for non-ELs) is complicated by the shifting nature of the EL subgroup. In the 
chapter, the authors present several considerations for minimizing threats and support-
ing valid score use, both within and across populations and systems. 
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Comparability When Assessing Individuals with Disabilities (Chapter 7). Stan-
dardized testing procedures are meant to provide a level playing field for all examinees 
with respect to content tested, test administration procedures, and scoring processes. 
However, in some cases, aspects of standardized procedures may prevent examinees 
with disabilities from fully demonstrating their proficiencies. In such cases, accom-
modations may enable individuals with disabilities to better demonstrate what they 
know and can do. In this chapter, Stephen Sireci and Maura O’Riordan describe the 
various types of accommodations provided on statewide and college admissions tests, 
the resulting issues in score comparability, and how to evaluate the effects of test accom-
modations. The authors also examine test development procedures that may help make 
educational tests more accessible to individuals with disabilities, thereby reducing the 
need for accommodations. 

Comparability in Multilingual and Multicultural Assessment Contexts (Chapter 
8). Kadriye Ercikan and Han-Hui Por examine the impact of score comparability for 
students from different linguistic and cultural backgrounds on the validity of inferences 
from assessments. In addition to comparability issues arising in the context of interna-
tional assessments given in multiple languages, the issue of consistent score meaning is 
also a concern for countries with populations from diverse language and sociocultural 
backgrounds, including countries with large immigrant populations. Recognition of 
the diversity within the United States led states to develop assessments in multiple 
languages and provide language tools and accommodations. This chapter highlights the 
complexity of comparability issues when tests are administered in multiple languages 
to students from diverse backgrounds and provides recommendations for optimizing 
comparability of adapted versions of tests. 

Interpreting Test-Score Comparisons (Chapter 9). The concluding chapter of the 
volume, authored by Randy Bennett, is a cross-cutting chapter that examines—with 
all of the caveats and warnings described in prior chapters—how to best interpret test 
scores. And, as is likely evident by now, getting meaning from test results requires 
some type of comparison, be it to other test takers, oneself, or some absolute standard. 
Comparisons are strongest when the same measure is given under substantively the 
same conditions to comparable student samples at the same point in time. Comparisons 
become weaker as the measure, the assessment conditions, student samples, and the 
time of administration diverge. This chapter addresses when conditions are substan-
tially the same as well as when divergence can occur. With respect to good practice, 
it is well to note that comparative claim statements can appear (or be implied) in 
score reports, press releases, websites, and other communications. When making such 
statements, it is best to determine first whether the same test is being used and if it is 
administered under the same conditions to comparable student samples at the same 
point in time. If not, the divergence(s) should be identified and a logical rationale for 
making the comparison should be articulated. The strength of the comparative claim 
should be adjusted as a function of (1) the extent to which the instruments, assessment 
conditions, student samples, and time between administrations diverge, and (2) the 
extent of the logical and empirical support available to back the claim and technical 
assistance committee review of this support. This chapter explores comparative claims 
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across this spectrum and suggests adjustments in terms of level of confidence based 
on either of these two factors.

As the chapters in this volume show, issues of comparability of assessment results 
are numerous and challenging but they are not insurmountable. It is our hope that, 
by surfacing these issues across a range of contexts where comparisons are inevitable, 
and often critical for informing policy and decision making, such comparisons can be 
approached in ways that are appropriate and useful. Each of the chapters offers cautions 
with respect to the types of comparisons of assessment results that are typically desired 
while also offering recommendations that can lead to more valid and useful inferences 
for those contexts of use that in turn can support equity, fairness, and enhancement of 
educational opportunities and outcomes.
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